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Outline 

• My research - briefly 
• Lisbon 
• Multiclass Classification  
• Bald Eagle Agent Modelling 

– Preliminary Results 



My Research 

• Automatic model form development and 
adaptation 
– Machine learning techniques for understanding 

complex systems  
 

• Wind Energy Applications 
– Wind Turbine Dynamics 
– Vortex Induced Vibration 
– Bald Eagle Behavior 

 



Wind Turbine Dynamics 

NREL CART 3 
Closed-Loop Data 
Collection 
Source: nrel.gov/wind 
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Control Design  

Model Development 



Wind Turbine Dynamics 

La Cava, William, Kourosh Danai, Lee Spector, Paul Fleming, Alan D. Wright, and Matthew Lackner 
(2015). “Automatic identication of wind turbine models using evolutionary multi-objective 
optimization".  Renewable Energy.  



Vortex Induced Vibration 

La Cava, William G. and Kourosh Danai (2015b). “Gradient-based adaptation of continuous 
dynamic model structures". International Journal of Systems Science 47 (1), pp. 249-263. 
doi:10.1080/00207721.2015.1069905. 

Model adaptation 



Bald Eagle Behavior 

• Agent-based Modeling 
• Discrete behaviors -> classes 
• Multi-class classification 

Fly 

Cruise 
Perch 

Nest 

Forage 



LISBON 



University of Lisbon 

• LabMAg 
– Laboratory of 

agent modeling  
– Institute for 

Complexity 
Sciences  

• Nova University 



Breakfast 



M2GP and M3GP 

• progress 



Why use GP? 

• Lots of classifier systems already exist (SVMs, 
MLPs, Decision trees, Random Forests) 

• GP isn’t traditionally good at multi-class 
classification problems  

• Less assumptions 
• Intelligibility 
• Generalizability 
• Feature selection 



Lunch 



Insight 

• Use GP to generate features 
–  original attributes -> distinct distributions 

• Mahalanobis distance 
 

– each transformed attribute vector to each class’ 
attribute distribution in new space 

• Assign class with lowest Dk 

• Classifier: Equations, M, C 



Challenges 

• The results were good, but not great 
– Tied or worse than Random Forests & other 

methods 

• Not making use of more recent advances to 
other parts of GP 

• Complex tree representation 



Lots of methods 



Test Problems 

• UCI Repository data sets 
 

Data set heart mcd10 mcd3 movl seg vowel wav yeast 

Classes 2 10 3 15 7 11 3 10 

Attributes 13 6 6 90 19 13 40 8 

Cases 270 6798 322 360 2310 990 5000 1484 



Lots of Results 



Overall Results 

our system Typical ML old system 



Overall Results 

our system Typical ML old system 



Bald Eagle 

• 11,537 attributes 
• 4 behaviors 

– Flight 
– Perched 
– Cruise 
– Nest 

 
 
 



Results 
Median classifier accuracy: 98.87% 
Best classifier accuracy : 99.82% 



Features 

speed: separates [flight, cruise] from [nest, perched] 
agl: separates [flight] from [cruise] 
nest dist: separates [nest] from [perched] 



Principal Component Analysis 



Number of features 



Future Work 

• Try simpler classification schemes for Bald 
Eagle data 

• New data 
– More specific behaviors 
– Classify new data automatically 

• Interpretation of results 
• Test scalability of GP method 



Thank you! 
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